
In this section, we describe our setup for secure prediction. A model-owner
Pm, holding a vector of trained model parameters, would like to offer ML
prediction service to a client Pc holding a query vector as per certain
prediction function. In the server-aided setting, Pc and Pm outsource their
respective inputs in shared fashion to three untrusted but non-colluding
servers {P0,P1,P2} who perform the computation in shared fashion via
techniques developed for our 3PC protocols and reconstruct the output to the
client alone. The client learns the output and nothing beyond. We assume a
computationally bounded adversary A, who can corrupt at most one of the
servers {P0,P1,P2} and one of {Pm,Pc} in either semi-honest or malicious
fashion. The security against an adversary A corrupting parties in both sets

{P0,P1,P2} and {Pm,Pc} semi-honestly and likewise maliciously reduces to the
semi-honest and respectively malicious security of our 3PC protocols.
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We use our asymmetric 3PC setting in the regime of secure server-aided
machine-learning (ML) inference for a range of prediction functions– linear
regression, linear SVM regression, logistic regression, and linear SVM
classification. Our setting considers a model owner with trained model
parameters and a client with a query, with the latter willing to learn the
prediction of her query based on the model parameters of the former. The
inputs and computation is outsourced to a set of three non-colluding servers.
The security is provided against an adversary who may control one of the
servers and one amongst the model owner and the client, either semi-
honestly or maliciously. Our constructions catering to both semi-honest and
malicious world and over rings and fields, invariably perform better than the
existing constructions.
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PPML Setup

Multiparty Computation (MPC) : Secure Multi-party computation(MPC),
introduced by Andew Chi Chi Yao, is arguably regarded as the most
fundamental problem in cryptography and it can model any task in
cryptography. MPC can be viewed as the computation of the value of a public
function upon the private inputs of a set of distrusting parties. To do so the
parties engage in a protocol, by exchanging messages, and thus obtain the
output of the desired function. The goal is that the output of the protocol is
just the value of the function, and nothing else is revealed. The
distrust among the parties is formalized by having an adversary that may
corrupt some of the parties. A passive/semi-honest adversary simply acts as
an observer. It eavesdrops the corrupted parties and tries to gain more
information than allowed from the protocol transcript. But it follows the
prescribed protocol. In contrary, an active/malicious adversary takes full
control over the corrupted parties. As such it can deviate at will from the
prescribed protocol.

Figure 1.Multiparty Computation
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Table 2. Time taken to process one Clinet's query

Table 3. Number of queries processed per second / min
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