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Abstract

We answer two questions on the complexities of decision problems of groups, each
related to a classical result. First, C. Miller characterized the complexity of the iso-
morphism problem for finitely presented groups in 1971. We do the same for the
isomorphism problem for recursively presented groups. Second, the fact that every
Turing degree appears as the degree of the word problem of a finitely presented group
is shown independently by multiple people in the 1960s. We answer the analogous
question for degrees of ceers instead of Turing degrees. We show that the set of ceers
which are computably equivalent to a finitely presented group is Σ0

3-complete, which
is the maximal possible complexity.

1 Introduction

The most famous decision problems in group theory are the three problems proposed by
Dehn [8]: the word problem, the conjugacy problem, and the isomorphism problem. These
all turned out to be incomputable. In this paper, we focus on the first and third problems.
Novikov [13], and independently Boone [5], showed that there are finitely presented groups
with unsolvable word problem. More generally, for any c.e. degree there is a finitely pre-
sented group whose word problem is of that degree [10, 7, 6, 4]. Adyan [1] showed that the
isomorphism problem is incomputable.

Though much work on decision problems have used the Turing degrees as the ultimate
measure of complexity, we will examine a more refined measure. We consider these decision
problems as equivalence relations and we use computable reduction as a way to compare
complexity of equivalence relations. If E and F are equivalence relations on ω, we say E
computably reduces to F , denoted E ≤ F , if there is a total computable function Φ so that
i E j if and only if Φ(i) F Φ(j).
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�The third author acknowledges support from the National Science Foundation under Grant No.
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Decision problems in group theory are generally considered on three strata of groups,
based on the complexity of their presentations. The recursively presented groups are those
of the form ⟨X | R⟩ where X is a computable set of generators and R is a computable
(equivalently c.e.) set of relators. The finitely generated recursively presented groups require
X to also be finite. The most restrictive class is the finitely presented groups, which require
both X and R to be finite.

1.1 The Isomorphism Problem

Our first main result is on the isomorphism problem for finitely generated groups. C. Miller
[12] showed that the isomorphism problem for finitely presented groups is as hard as possible.
In particular, he showed that the isomorphism problem for finitely presented groups is a
complete c.e. equivalence relation (ceer).a That is, it is a Σ0

1 equivalence relation and every
other Σ0

1-equivalence relation computably reduces to it.
In this paper, we show that the isomorphism problem for recursively presented or finitely

generated recursively presented groups are as hard as possible, namely they are Σ0
3-complete

equivalence relations. In fact, we show the following stronger result:

Theorem 1.1. The isomorphism problem for 6-generated recursively presented groups is a
Σ0

3-complete equivalence relation, i.e., every other Σ0
3 equivalence relation computably reduces

to it.

1.2 The Word Problem

Our second main result is on the word problem. Recall that for any c.e. Turing degree, there
is a finitely presented group whose word problem is of that Turing degree. However, this
does not hold in the finer world of equivalence relations: not every c.e. equivalence relation
degree (under computable reduction) contains the word problem of a recursively presented
group. This can be seen from the fact that any equivalence relation which is the word
problem of a group has the same Turing degree as each of its equivalence classes. There
are non-computable ceers where every equivalence class is computable. Then any ceer in its
degree will also be non-computable but have computable equivalence classes. Such degrees
cannot contain recursively presented groups.

Further, Della Rose, San Mauro, and Sorbi showed that there are degrees that contain
word problems of recursively presented groups but not of finitely generated recursively pre-
sented groups [9].b

On the other hand, we do not know if there are degrees containing finitely generated
recursively presented groups but not finitely presented groups. Given this situation, it is
sensible to ask the complexity of the collection of degrees which contain word problems
of finitely presented, or finitely generated recursively presented, or recursively presented,
groups. To formalize the question, we use the natural enumeration of all ceers: Ei for i ∈ ω.

aMiller did not use this terminology as this was before ceers were a topic of study in their own right.
bIn [9], they introduce the notion of a hyperdark degree, which cannot be realized as the word problem

of a finitely generated algebra. They also construct a semigroup with a hyperdark word problem, and with
slight modification, this construction can be made to yield a group.
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Then we consider the set of i so that Ei is computably equivalent to a word problem of a
finitely presented group, or similarly for the other classes of groups.

We prove a general result which answers all of these questions simultaneously.

Definition 1.2. For S ⊂ ω, which we think of as a set of indices of ceers, let [S] = {i | ∃j ∈
S(Ei ≡ Ej)} be the closure of S under computable equivalence.

We say S is proper on the infinite ceers if there are Ei and Ej both with infinitely many
classes so that i ∈ [S] and j /∈ [S].

We prove the following theorem, which we think of as an analogue of Rice’s Theorem for
index sets of ceers.

Theorem 1.3. If S is Σ0
3 and proper on the infinite ceers, then [S] is Σ0

3-complete.

Using this theorem we see that the collection of i such that Ei is equivalent to the word
problem of a finitely presented group is Σ0

3-complete, and similarly for the other two classes of
groups. We also show that the assumption that S is Σ0

3-complete is optimal by constructing
a Π0

3 set which is proper on the infinite ceers but [T ] is neither Σ0
3 nor Π0

3-hard.

2 The isomorphism problem for finitely generated groups

In this section, we will show that the isomorphism problem for finitely generated recursively
presented groups is Σ0

3-complete. We use two pieces of heavy machinery. Firstly, we use the
Σ0

3-completeness of a particular convenient equivalence relation, which follows from a general
criterion for Σ0

3-completeness proved by Andrews and San Mauro [2].

Definition 2.1. Let (Vi)i∈ω be a uniform enumeration of all of the c.e. subsets of Z. For
X ⊆ Z and n ∈ ω, we define X + n as the set {m+ n | m ∈ X}. We define the equivalence
relation U given by the shift operator L on c.e. sets as follows:

i U j ⇔ ∃n [Vi = (Vj + n)] .

Theorem 2.2 (An application of Andrews and San Mauro [2]). The equivalence relation U
is a Σ0

3-complete equivalence relation.

From this, we show that there is a signature L so that the isomorphism problem for
1-generated recursively presented L-structures is Σ0

3-complete:

Lemma 2.3. Let L = {f, g} ∪ {hi | i ∈ ω} where each symbol is a unary function sym-
bol. Then the isomorphism problem for 1-generated recursively presented L-structures is
Σ0

3-complete.

Proof. First observe that the isomorphism problem, namely, saying there is an isomorphism
between 1-generated A to B as given by recursive presentations, is Σ0

3. For Σ0
3-hardness, it

suffices by Theorem 2.2 to show that U computably reduces to the isomorphism problem for
1-generated recursively presented L-structures.
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Figure 1: An example where j − i /∈ Vr but j
′ − i ∈ Vr.
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For a c.e. set Vr ⊆ Z, we effectively produce a c.e. presentation of a 1-generated L-
structure Ar such that r U s if and only if Ar

∼= As. For a given r, the construction of Ar

is as follows.
Let Ar have universe {xi | i ∈ Z} ∪ {yi,j | i, j ∈ Z} ∪ {zki,j | i, j ∈ Z, k ∈ ω, j − i /∈ Vr}.

In Ar, let f(xi) = xi+1 and f(v) = v if v is not an xi. Let g = f−1. Let hj(xi) = yi,j,
hj(yi,k) = yi,k if j ̸= k. Let hj(yi,j) = yi,j if j − i ∈ Vr, and let hj(yi,j) = z0i,j if j − i /∈ Vr.

Finally, hj(z
k
i,j′) = zki,j′ if j ̸= j′ and hj(z

k
i,j) = zk+1

i,j . (See Figure 1.)
First, observe that Ar is generated by x0: Using f and g, x0 generates {xi | i ∈ Z}, then

the hj-functions generate all the yi,j’s. Finally, iteratively applying the hj-functions to the
yi,j where j − i /∈ Vr generates all of the z

k
i,j.

Next observe that Ar can be given as a recursive presentation ⟨x0 | S⟩ where S is a c.e.
collection of relators in x0. These relators need to say that f and g are inverses for every
element, that f is the identity on elements in the range of each hi. Similarly, each hj is
the identity on any element in the range of hi for i ̸= j. Finally, we need an axiom saying
that hj(hj(f

i(x0)) = hj(f
i(x0)) if i − j ∈ Vr, and hj(hj(g

i(x0)) = hj(g
i(x0)) if −i − j ∈ Vr.

This is a c.e. list of axioms, and can be turned into a computable list of axioms by putting
f s(hj(hj(g

i(x0))) = hj(g
i(x0)) if s is the stage at which we see i− j enter Vr.

Next observe that if α is an isomorphism of Ar to As, then it is determined by α(xAr
0 ),

which is necessarily the element xAs
m for some m (since it must be an element moved by

f). It is then straightforward to see that any homomorphism with α(xAr
0 ) = xAs

m gives an
isomorphism if and only if the truth values of hj(yi,j) = yi,j are preserved for each i, j. In
particular, we must have j − i /∈ Vr if and only if j − i−m /∈ Vs. That is, Vr = Vs +m.

On the other hand, if Vr = Vs+m then xAr
0 7→ xAs

m induces an isomorphism of Ar to As.
Thus Ar

∼= As if and only if r U s.

To transfer the completeness to the isomorphism problem for groups, we use the machin-
ery from Harrison-Trainor and Ho [11] where it was shown that finitely generated groups
are universal under reductions via infinitary bi-interpretability. The idea is to use small
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cancellation theory to encode an arbitrary finitely generated structure—such as Ar—into a
finitely generated group, where the functions of Ar become words in the group.

Theorem 2.4. The isomorphism problem for 6-generated recursively presented groups is
Σ0

3-complete.

Proof. First observe that the isomorphism problem, namely, saying there is an isomorphism
between 6-generated groups A and B as given by recursive presentations, is Σ0

3.
For Σ0

3-hardness, by Lemma 2.3 it suffices to reduce the isomorphism problem for 1-
generated recursively presented L-structures to the isomorphism problem for 6-generated
recursively presented groups. Namely, we need an effective procedure to enumerate the
presentation of a 6-generated group G(A) from any c.e. presentation of a 1-generated L-
structure A so that A ∼= B if and only if G(A) ∼= G(B).

Fix L = {f, g} ∪ {hi | i ∈ ω} as in Lemma 2.3. The construction in [11, §3.3] gives, for
every L-structure A, a group G(A) such that A ∼= B if and only if G(A) ∼= G(B). In [11]
the focus was on computable copies of the structures, and it was verified that given a copy
of A we can compute a copy of G(B). For our purposes in this paper we must verify that
this construction is effective on presentations of the structures, that is, given a presentation
of A we can compute a presentation of G(A); we prove this in Claim 1. (The difference
between a computable copy and a presentation is that a computable copy includes a solution
of the word problem.) We repeat the construction here, slightly simplifying it as we only
have unary functions.

We denote the identity of the group as e. Define the presentation ⟨{a}a∈A, b, c, d, f1, f2 | P ⟩
of G(A) to have generators {a}a∈A ∪ {b, c, d, f1, f2} and the following set P of relators:

� fpii = e, where p1, p2 are distinct primes greater than 1010,

� v(f1, f2) = v(f2, f1) = e,

� ub(b, f1) = ub(b, f2) = e, uc(c, f1) = uc(c, f2) = e, ud(d, f1) = ud(d, f2) = e,

� uA(a, c) = uA(a, d) = e for a ∈ A,

� wf (a, b) = a′ if f(a) = a′, wg(a, b) = a′ if g(a) = a′, and whi(a, b) = a′ if hi(a) = a′ for
a, a′ ∈ A.

where

� uA(x, y) = xyxy4 · · ·xy9992xy10002 ,

� ub(x, y) = xy1001
2
xy1002

2 · · ·xy19992xy20002 ,

� uc(x, y) = xy2001
2
xy2002

2 · · ·xy29992xy30002 ,

� ud(x, y) = xy3001
2
xy3002

2 · · ·xy39992xy40002 ,

� v(x, y) = xy4001
2
xy4002

2 · · ·xy49992xy50002 ,

� wf (x, y) = xy100+1xy100+2 · · ·xy100+100,
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� wg(x, y) = xy200+1xy200+2 · · ·xy200+100,

� whi(x, y) = xy100(i+3)+1xy100(i+3)+2 · · ·xy100(i+3)+100.

In the above presentation, we use the elements of A as generators for G(A). But if
A ∼= ⟨X | S⟩ is only a c.e. presentation, then in this c.e. presentation we do not have a
listing of the elements of A since we do not know which terms are equal. To obtain a
c.e. presentation of G(A) from a c.e. presentation of A, we must slightly modify the above
presentation of G(A).

Claim 1. Given a c.e. presentation of A, we can find a c.e. presentation of G(A). This is
uniform.

Proof. Let ⟨X | S⟩ be a c.e. presentation of A. We will enumerate a presentation P ′ of G(A)
which contains more generators and slightly different relations than P .

The generating set of our presentation will be T ∪{b, c, d, f1, f2}, where T is the collection
of all the L-terms in X. We do this by enumerating all L-terms as we enumerate X. In
addition to the relations in P , we also enumerate wγ(a, b) = γ(a) for every γ ∈ L and a ∈ T .

To enumerate the relations in P , first observe that the first three kinds of relations do not
depend on A at all, so we simply enumerate them at the start. We enumerate relations of the
fourth kind as we enumerate the generators {a}a∈A. Lastly, at every stage, we enumerate all
the consequences of S. As we enumerate a consequence t = t′ of S (where t, t′ ∈ T are terms
in the original presentation P ), we enumerate the relation t = t′ (where t, t′ are generators
in the new presentations P ′) into P ′.

We see that the set T , modulo equality in P ′, is in a natural bijection with the domain
of A. Indeed, T naturally surjects onto A, and if two terms are equal in A, it must be
a consequence of some finitely many relations in S, so we will also enumerate the identity
into P ′. This bijection from T to A induces a bijection from P ′ to P , which is also a
homomorphism. So the c.e. presentations P ′ and P define isomorphic groups, namely G(A).

The fact that G(A) actually defines a group G(A) encoding the structure of A is the
same as in [11]. We refer the reader there for the argument, but here briefly summarize
that the relations uA(a, c) = uA(a, d) = e serve to define the elements of A. The relations
wf (a, b) = a′ if f(a) = a′ serve to define f inside of G(A), and similarly for g and the
hi. Finally, small cancellation theory plays the role of ensuring that there is not too much
collapse, e.g., that there are no unintended consequences of the relators.

Claim 2. Two L-structures A and B are isomorphic if and only if G(A) is isomorphic to
G(B).

Proof. This follows from [11, Theorem 3.1] and [11, Lemma 3.9], which says that the orbit
of (b, c, d, f1, f2) is definable.

Claim 3. If A is k-generated, then G(A) is k + 5-generated.

Proof. This follows from the proof of [11, Lemma 3.11].

These three claims complete the proof of the theorem.
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It is not known if the number of generators in [11] or the special instance here is optimal.
It is quite possible that there is another construction with fewer generators.

Question 2.5. Is the isomorphism problem for 5-generated recursively presented groups
Σ0

3-complete? How about 2-generated recursively presented groups?

3 Classifying the ceers equivalent to a word problem

of groups

In this section we seek to understand the question of which ceers are equivalent to finitely
presented groups. We show that this is a Σ0

3-complete collection, so we cannot find a simpler
description of this class than simply saying it is equivalent to the word problem of a finitely
presented group.

Recall the following definitions: (Ei)i∈ω is an effective uniform enumeration of the ceers;
if S is a set of indices of ceers, then [S] is its closure under computable equivalence; and S is
proper on the infinite ceers if [S] contains neither all nor none of the infinite ceers. Though
[S] is the set of indices of ceers, we abuse notation and write R ∈ [S] (or R ∈ S) to mean
that there is some i ∈ [S] (respectively i ∈ S) such that Ei = R.

Theorem 3.1. If S is Σ0
3 and proper on the infinite ceers, then [S] is Σ0

3-complete.

Proof. We begin by noting that if S is Σ0
3, then so is [S]. Now suppose that S is proper on

the infinite ceers, namely, [S] does not contain or omit all infinite ceers. Thus we can fix
E ∈ S an infinite ceer, and R an infinite ceer not in [S]. Let Y (x, n) be a Π0

2 relation so that
n ∈ S if and only if ∃xY (x, n).

Let U be a Σ0
3 set which we will 1-reduce to [S]. Let T (a, i) a Π0

2 relation such that i ∈ U
if and only if ∃aT (a, i).

For each i, we will construct (uniformly in i) a ceer Zi such that if i ∈ U , then Zi ∈ [S],
and if i /∈ U , then Zi /∈ [S]. Thus the function that maps i to an index for Zi will witness
that U ≤1 [S]. In building Zi, we will attempt to meet the following requirements:

Ra : If T (a, i), then Zi ≡ E

and
Sφ,ψ,j,m : If Y (m, j), then φ, ψ do not witness an equivalence Zi ≡ Ej.

Here, φ and ψ range over the potential computable reductions between ceers.
We order the requirements in order type ω, and attempt to meet them by a standard

finite injury construction. However, unlike a finite injury construction, we may not meet all
of the requirements because we may be blocked by one requirement that acts infinitely often.

The requirement Ra is attempting to ensure that if i ∈ U , then Zi ∈ [S] by having
Zi ≡ E ∈ [S]. If the Π0

2 relation T (a, i) holds, then a is a witness to the fact that i ∈ U .
Thus, if i ∈ U with least witness a, it will be Ra that acts infinitely many times (blocking
each of the lower-priority S requirements).
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The S-requirements are attempting to make Zi /∈ [S]. Recall that if Y (m, j), then m
is a witness to Ej ∈ S, and thus we must ensure that Zi ̸≡ Ej. Each individual require-
ment Sφ,ψ,j,m ensures that the particular reductions φ and ψ do not witness a computable
equivalence.

These requirements are of course in conflict. This conflict will be settled by priority. If
i /∈ U , then each Ra will eventually stop taking action (once we no longer guess that the
Π0

2 relation T (a, i) holds) and so each S requirement will be met. If i ∈ U , with witness a,
then Ra will take action infinitely many times and so no lower priority S requirement will
be met.

For both T and Y , we have a computable approximation so that we infinitely often guess
that T (a, i) holds if and only if it holds, and similarly for Y . At stage s, we say that an
Ra-requirement requires attention if the approximation at stage s says T (a, i) is true. For a
Sφ,ψ,j,m-requirement, let the parameter N count the number of times it has acted since last
initialization. We say that a Sφ,ψ,j,m-requirement requires attention if the approximation
at stage s says that Y (m, j) is true and for each k, l < N : k Zi l ↔ ϕ(k) Ej ϕ(l) and
k Ej l ↔ ψ(k) Zi ψ(l) (in particular, we demand convergence for ϕ and ψ on all inputs
< N).

At each stage, we let the highest priority requirement which requires attention act, and
we reinitialize all lower-priority requirements. Each strategy may place a finite restraint on
Zi meaning that lower priority requirements cannot cause Zi-collapse between two numbers
below this restraint.

We next describe the strategy for each requirement:

Ra-strategies: When initialized, the strategy acts as follows: Let n be the restraint placed
by higher-priority requirements. Let b0, . . . bm be the least elements of each equivalence
class containing a number ≤ n. Let as0, . . . , a

s
m be the least members of the first m+ 1

equivalence classes in Es. If at a later stage we see two of these become E-equivalent,
the requirement will re-initialize itself and begin again. We begin with the map bℓ 7→ asℓ
for ℓ ≤ k, and we will attempt to build a reduction from Zi to E. We do this as follows:
Whenever the requirement acts, it will have a partial map τs. For any j, k ∈ dom(τs),
if τs(j) E τs(k), then we cause j Zi k. Also, we take the first k ∈ ω which is not
yet Zi-equivalent to a member of dom(τs), and we define τs(k) to be the least element
not currently Es-equivalent to a member of ran(τs). We also increase the restraint on
lower-priority requirements to include this number.

Sφ,ψ,j,m-strategies: This strategy acts exactly as the Ra-strategy except that instead of
copying E into Zi, it acts by copying R into Zi.

Lemma 3.2. If an Ra-strategy is the first to act infinitely often, then Zi ≡ E.

Proof. Let n be the restraint placed by higher-priority requirements when this strategy is
last initialized. After some later stage, the elements as0, . . . a

s
k are indeed the least k elements

which are least in their E-equivalence classes. From there, the strategy builds a computable
function τ =

⋃
s τs with the property that every number is Zi-equivalent to a member of the

domain and every number is E-equivalent to a member of the range. Furthermore, as soon as
a number enters the domain, it is restrained, so lower priority requirements will not collapse
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two numbers in the domain of τs. Higher-priority requirements cannot ever act again, so we
have that j Zi k if and only if τ(j) E τ(k) for every j, k ∈ dom(τ). For any natural number
n, define f(n) = τ(m) where m is the first that we see is in dom(τ) and is Zi-equivalent to n.
Then f is a reduction of Zi to E. Similarly, for n any natural number, let g(n) be the first
element m so that we see τ(m) is E-equivalent to n. Then g is a reduction of E to Zi.

Lemma 3.3. Let α be an Sϕ,ψ,j,m-strategy. Suppose every strategy which is higher-priority
than α acts only finitely often. Then either ¬Y (m, j) or ϕ, ψ do not witness Zi ≡ Ej. In
particular, α also acts only finitely often.

Proof. Note that α acts infinitely often if and only if it requires attention infinitely often.
That requires both Y (m, j) and ϕ, ψ to witness Zi ≡ Ej. Suppose towards a contradiction
that both Y (m, j) and ϕ, ψ witness Zi ≡ Ej, so α acts infinitely often. Then the same
proof as in Lemma 3.2 would show that Zi ≡ R. But since ϕ and ψ were assumed to
witness Zi ≡ Ej, that would imply that R ≡ Ej with Ej ∈ [S]. This contradicts R being
non-equivalent to any element of S.

It follows that if any requirement acts infinitely often, the first such must be an Ra-
strategy. In this case, T (a, i) so i ∈ U and Lemma 3.2 shows that Zi ≡ E, so Zi ∈ [S]. If,
on the other hand, each strategy acts only finitely often, then this means ¬T (a, i) for each
a, so i /∈ U . Then Lemma 3.3 shows that Zi is not equivalent to any Ej ∈ S. That is,
Zi /∈ [S].

By taking complements, we get the following corollary. Note that there is a slight differ-
ence in the statement, as if S is Π0

3, then it is not necessarily true that [S] is Π0
3.

Corollary 3.4. If S = [S] is Π0
3 and proper on the infinite ceers, then [S] is Π0

3-complete.

Proof. Let T be the complement of S = [S]; then T is Σ0
3 and we also have that T = [T ].

By the theorem, T = [T ] is Σ0
3-complete, and thus S = [S] is Π0

3-complete.

Corollary 3.5. For any set [S] which is proper on the infinite ceers, we cannot have [S] <m

0′′′ or [S] <1 0
′′′.

Proof. If [S] were ≤m 0′′′, then in particular it would be Σ0
3 and so Theorem 3.1 would give

that [S] is Σ0
3-complete, showing that 0′′′ ≤m [S]. (Note that [S] = [[S]].) But since [S] is an

index set, we can use padding to get 0′′′ ≤1 [S]. Thus if [S] ≤m 0′′′, then 0′′′ ≤1 [S].

Finally, we have some examples:

Example 3.6. Each of the following are Σ0
3-complete:

� The indices of ceers equivalent to the word problem of a finitely presented group.

� The indices of ceers equivalent to the word problem of a finitely generated recursively
presented group.

� The indices of ceers equivalent to the word problem of a recursively presented group.
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In each case, we can computably enumerate the collection of indices for word problems we
are considering.

The following examples were already known:

Example 3.7 ([3]). Each of the following are Σ0
3-complete:

� If Ei has infinitely many classes, the set [i] of ceers equivalent to Ei;

� If Ei has infinitely many classes and is non-universal, the lower cone {j | Ej ≤ Ei};

� If Ei has infinitely many classes, the upper cone {j | Ej ≥ Ei}.

Example 3.8. The following are not Σ0
3-complete, either because they are not Σ0

3 or because
they are not proper on the infinite ceers:

1. [i] is Π0
2-complete if Ei has one class.

2. [i] is d-Σ0
2-complete if Ei has finitely many and more than one classes.

3. The set of indices for ceers with infinitely many classes is Π0
3-complete.

4. The collection of indices for non-universal ceers is a Π0
3-complete set. Though this is

proper on the infinite ceers, it is not generated by a Σ0
3 set.

Next we aim to show that the hypothesis that S (or [S]) is Σ0
3 is optimal in Theorem 3.1

(for sets S proper on the infinite ceers). It is immediate from the last example that there
are Π0

3 sets S = [S] which are thus not Σ0
3-complete. We might conjecture for example that

all sets S = [S] are either Σ0
3-hard or Π0

3-hard. We will show that this is not the case. We
first give a counterexample which is a ∆0

4 set S = [S], and then we show that any such set
is of the form [T ] for some Π0

3 set T .
In the proof of the following theorem, for a ceer R, we will abuse notation and write [R]

to mean the set of indices for R.

Theorem 3.9. There is a ∆0
4 set S = [S] which is proper on the infinite ceers and such that

S is neither Σ0
3 nor Π0

3-hard.

Proof. We use 0′′′ to construct S. Our oracle knows whether or not Ei ≡ Ej and whether a
function is total. Fix U a Σ0

3-complete set. We write U0 = U and U1 for the complement of
U .

Begin at stage 0 by fixing some infinite ceer Q0 and make Q0 ∈ S, and some infinite ceer
R0 and make R0 /∈ S. (When we put a ceer in or not in S, we put every equivalent ceer in
or not in S.)

At stage ⟨e, k⟩, k ∈ {0, 1}, we deal with the potential reduction φe : U
k → [S], if φe is

total, as follows. There are finitely many Q0, . . . , Qℓ which we have committed to be in S,
and finitely many R0, . . . , Rm which we have committed to not be in S.

We search for an x such that one of the following is the case:

1. φe(x) /∈ [Q0] ∪ · · · ∪ [Qℓ] ∪ [R0] ∪ · · · ∪ [Rm];
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2. x /∈ Uk and φe(x) ∈ [Q0] ∪ · · · ∪ [Qℓ];

3. x ∈ Uk and φe(x) ∈ [R0] ∪ · · · ∪ [Rm].

Suppose towards a contradiction that there is no such x. Then for all x, x ∈ Uk if and
only if ϕe(x) ∈ [Q0] ∪ · · · ∪ [Qℓ]. This is a Σ0

3-condition. Similarly, x ∈ U1−k if and only if
ϕe(x) ∈ [R0] ∪ · · · ∪ [Rℓ]. This is also a Σ0

3-condition, so U would be ∆0
3 contradicting its

Σ0
3-completeness. So 0′′′ finds such an x.
In case (1), if x ∈ Uk, then we commit to Eφe(x) not being in S. If x /∈ Uk, then we

commit to Eφe(x) being in S. In case (2) or (3), we do not have to take any action.
In all cases, choose the least Ei which we have not yet committed to being in or out of

S, and commit to it being in S. At each stage ⟨e, k⟩ we successfully ensured that ϕe is not
a reduction of Uk to [S], so [S] is neither Σ0

3-hard nor Π0
3-hard.

Now we work towards replacing S with a Π0
3-set.

Lemma 3.10. Let S be a Σ0
2(X) set and S = [S]. Then there is a Π0

1(X) set T with
[T ] = [S] = S.

Proof. Fix a one-to-one and increasing padding function f with computable range. Then
Ei = Ef(i).

Let g be a Σ0
2(X) approximation to S, i.e., g is an X-computable function with

i /∈ S ⇐⇒ ∃∞s g(i, s) = 1.

We will define T stage-by-stage. At stage s, for each i < s not in the image of f , if g(i, s) = 1
then remove Ei, Ef(i), . . . , Efs(i) from T . (If g(i, s) = 0, then do nothing to these elements
at this stage.)

If k /∈ S, then for any j with Ej ≡ Ek, fix i such that j = f t(i) and i is not in the image
of f . At some stage t′ > t, we will have g(i, t′) = 1, and Ej = Ef t(i) will be removed from T .
Thus j /∈ T , and since j was arbitrary, k /∈ [T ].

If k ∈ S, fix i such that Ei ≡ Ek and i is not in the range of f . Then for some t sufficiently
large, Ef t(i) will never be removed from T . Thus f t(i) ∈ T and so k ∈ [T ].

Corollary 3.11. There is a Π0
3 set T which is proper on the infinite ceers such that [T ] is

neither Σ0
3 nor Π0

3-hard.

Proof. Let S be the ∆0
4 set from the previous theorem. The previous Lemma gives a Π0

3 set
T with [T ] = [S] = S.
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